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Abstract

This project developed an AI agent system
for automatically detecting, extracting, and
structuring multimodal tabular data from web
sources into standard formats like HTML,
JSON, and CSV. Efforts focused on the use
of Selenium to scrape webpages to get screen-
shots of potential existing tables. Open-source
LLMs like Gemini are used to extract tables
in the form of HTML, CSV, and JSON. The
current direction presents a robust automated
pipeline to extract tables along images, from
a given website, along with the option of
cross-questioning from the extracted data. It
preserves semantic relationships between ta-
bles and visualizations, addressing a critical
gap in automated data processing. The final
system can deliver a scalable, user-friendly
pipeline, deployable via a Streamlit applica-
tion, to streamline multimodal data extraction
for applications in finance, scientific research,
and e-commerce.

1 Introduction

Currently, in this data-driven world, huge oceans
of knowledge lie trapped in web tables floating un-
der financial reports, scientific papers, government
statistics, and e-commerce interfaces. Tables are
multi-modal structures where text is one of the el-
ements besides images, symbols, and formatting,
thereby posing a real challenge for automated ex-
traction. Existing methods glean information ei-
ther with HTML scrapping that fails on visually
rendered tables or by means of computer vision,
which at best gets the issues of text extraction and
semantic comprehension wrong. Neither preserves
the primary relationships amid textual and visual
anterior elements that bestow full meaning upon
multi-modal tables.

Subjecting this approach, the authors intend to
solve the problem by designing an integrated arti-
ficial intelligence agent framework that combines

web rendering, computer vision, optical charac-
ter recognition, and large language models to de-
tect, extract, and structure multimodal tabular data.
The system performs webpage rendering with Se-
lenium, uses it to capture high-fidelity screenshots,
then bridges the gap between visual comprehen-
sion and structured data extraction workflows, thus
allowing an organization to massively cut down
on manual processing cost, unlock knowledge con-
tained in siloed documents, and start automated
analysis of multimodal tabular content on a large
scale.

2 Problem Statement

This research addresses the fundamental challenge
of automatically extracting and structuring multi-
modal tabular data from web sources while preserv-
ing the semantic relationships between textual and
visual elements. Specifically, we aim to solve the
following problems:

1. Multimodal Detection: How can we accu-
rately identify and isolate tables that may be
represented through diverse HTML structures,
CSS layouts, or rendered as images across
various webpage designs?

2. Semantic Preservation: How can we main-
tain the critical relationships between tabular
data and embedded visual elements during ex-
traction, ensuring these semantically linked
components remain associated in the struc-
tured output?

3. Format Standardization: How can we trans-
form heterogeneous table structures into stan-
dardized formats (HTML, JSON, CSV) that
preserve both the structural integrity and mul-
timodal characteristics of the original data?

4. Extraction Accuracy: How can we minimize
errors introduced during OCR-based extrac-



tion, particularly for tables with complex lay-
outs, merged cells, and embedded visual ele-
ments?

5. Interactive Analysis: How can we enable
non-technical users to not only extract mul-
timodal tabular data but also derive insights
through natural language queries about the
extracted information?

Our objective is to develop a comprehensive,
scalable system that addresses these challenges
through an integrated pipeline combining web ren-
dering, computer vision, language models, and data
transformation techniques. The system must be ac-
cessible to non-technical users through an intuitive
interface while maintaining high accuracy across
diverse web sources and table formats. Further-
more, it must support downstream applications in
domains including finance, scientific research, and
e-commerce, where multimodal tabular data plays
a crucial role in decision-making processes.

3 Related Work

3.1 Knowledge-Aware Reasoning over
Multimodal Semi-structured Tables

(Mathur et al., 2024)
The paper presents MMTABQA, a dataset meant

for evaluating AI reasoning over multimodal ta-
bles that integrate text and images. While previous
works concentrated on tables with text alone, real-
world data usually feature visual elements, which
present specific challenges for present-day Vision-
Language Models (VLM). In the study, issues re-
lated to entity disambiguation, visual understand-
ing, and table structure comprehension are raised
to illustrate the kind of improvements required in
AI models to better handle complex multimodal
reasoning tasks.

3.2 Tables as Texts or Images: Evaluating the
Table Reasoning Ability of LLMs and
MLLMs

(Deng et al., 2024)
This paper investigates the performance of large

language models on table-related tasks, emphasiz-
ing text and visual representations. With some
discussion on comparison, it concludes that in-
putting images combined with appropriate prompt-
ing brings about superior outcomes. The ex-
ploration proves the efficacy of such models in

tasks like table question answering and table fact-
checking.

Nevertheless, there is still the challenge of un-
derstanding the multimodal data in a combined
and reasoned fashion by tying the visual and tex-
tual elements in tables. Most current models do
not establish links from visual components, like
charts, symbols, etc., to their corresponding tabular
data, leading to incomplete and fragmented inter-
pretations. Additionally, it has been observed that
errors are introduced in the text due to the OCR-
based extraction methods, affecting the accuracy
and usability of data. This project is a follow-up
to some earlier works and will focus mainly on
developing a more robust multimodal framework
to improve spatial and semantic reasoning for inte-
grating modalities, develop AI-derived validation
to improve OCR correction, and refine the data ac-
quisition methods so as to ensure greater precision
in data representation and retrieval.

3.3 Multimodal Knowledge Extraction and
Accumulation for Knowledge-based
Visual Question Answering

(Ding et al., 2022)
This study introduces a framework for enhanc-

ing visual question answering (VQA) by integrat-
ing multimodal knowledge. Unlike text-only ap-
proaches, it constructs explicit triplets linking vi-
sual objects to factual answers through implicit
relations, capturing complex visual-textual associ-
ations. The framework uses three learning objec-
tives—embedding structure, topological relations,
and semantic space—to model these triplets. A two-
phase training strategy, combining pre-training on
diverse datasets and fine-tuning on domain-specific
data, enables the accumulation of general and spe-
cialized knowledge. This approach achieves sig-
nificant improvements, outperforming state-of-the-
art models by 3.35% on OK-VQA and 6.08% on
KRVQA, demonstrating its effectiveness in multi-
modal knowledge integration.

3.4 An Efficient Approach to Informative
Feature Extraction from Multimodal Data

(Wang et al., 2019)
This paper introduces Soft-HGR, a framework

for extracting informative features from multi-
modal data. Unlike traditional methods relying on
Hirschfeld-Gebelein-Rényi (HGR) maximal corre-
lation, which imposes strict whitening constraints,
Soft-HGR removes these limitations while main-



taining feature geometry. Its objective function,
based on two inner products, ensures efficient and
stable optimization. The framework extends to
multiple modalities, handles missing data, and in-
corporates semi-supervised learning for partially
labeled datasets, enhancing feature discriminabil-
ity. Empirical results show that Soft-HGR learns
more informative feature mappings and achieves
superior optimization efficiency compared to exist-
ing approaches, making it a practical solution for
multimodal feature extraction.

However, these approaches present several chal-
lenges. Building and maintaining a robust mul-
timodal knowledge base demands significant re-
sources, including extensive data collection and
annotation efforts. Aligning and integrating in-
formation across diverse modalities can introduce
complexity, potentially resulting in inconsistencies
or ambiguities in the knowledge representation.
Furthermore, the reliance on pre-training and fine-
tuning strategies requires substantial computational
resources, which may hinder the framework’s ac-
cessibility and scalability in real-world applica-
tions. These limitations highlight the need for effi-
cient methods to address resource constraints and
ensure seamless integration of multimodal knowl-
edge.

3.5 Positioning Our Work
Our project builds upon these foundations while ad-
dressing several key limitations identified in prior
research. Unlike approaches that focus solely on
reasoning over existing tables or extracting fea-
tures from multimodal data, we develop an end-
to-end pipeline for detecting, extracting, and struc-
turing multimodal tables from web sources. We
extend beyond traditional HTML parsing by incor-
porating visual understanding through screenshot
analysis, enabling extraction from complex layouts
and image-based tables that confound conventional
scrapers.

While previous studies have demonstrated the
effectiveness of multimodal models for table ques-
tion answering, our work focuses on the critical
preprocessing step: accurate extraction and struc-
turing of multimodal tables that can then serve as
input for downstream reasoning tasks. By devel-
oping a specialized pipeline for this purpose, we
enable applications in domains where tables must
first be extracted from their source documents be-
fore analysis can occur.

Furthermore, our approach addresses the prac-

tical challenges of deployment and scalability by
integrating open-source models rather than relying
on resource-intensive pre-training and fine-tuning.
This makes our system accessible to a broader
range of users and applications, particularly those
with limited computational resources. The inte-
gration of natural language querying capabilities
directly into our extraction pipeline also represents
a novel contribution, allowing users to extract in-
sights from multimodal tables without requiring
separate reasoning systems.

4 Dataset and Methodology

4.1 Dataset Used

Traditional machine learning projects use static
datasets; our system operates on dynamic web data,
collected in real-time. Our system ingests HTML
tables and visualized table structures off websites,
thus extracting data from disparate sources without
relying on static datasets. This results in the system
gaining flexibility and adaptability regarding the
plurality of table formats found in the wild.

Our system supports two major types of web
sources: web sources supporting general webpages
with HTML tables, CSS Grid layouts, DIV tables,
or list-based tabular structures. Then it offers spe-
cial processing for Amazon product pages, which
often contain their kinds of comparison tables and
specification tables with a unique layout and con-
tent structure.

The raw HTML and visual data are subjected
to several preprocessing steps crucial to extrac-
tion. Cookie consent banners are handled auto-
matically, and popups get dismissed, so the page
renders cleanly; bounding boxes are then estab-
lished for potential table structures by identifying
element positions. High-quality screenshots are
recorded for visual processing, while the text un-
dergoes normalization in accordance with standard-
ized whitespace handling. We also extract images
embedded inside tables and save them locally to
retain the multimodality of the information.

Although our system does not implement tra-
ditional dataset augmentation for model training,
it performs several on-the-fly data enhancements.
These include converting relative image URLs to
absolute URLs to ensure proper resource loading,
transforming data between various formats (CSV,
JSON, and HTML) according to user preferences,
and enriching the extracted data with metadata such
as table titles and source URLs for improved con-



textual understanding.

4.2 Methodology and Approach

Our methodology integrates advanced web scrap-
ing techniques, computer vision, and artificial in-
telligence to extract structured tabular data from
diverse web sources. This comprehensive approach
enables the system to handle the variability and
complexity of real-world table structures found
across the web.

Figure 1: System pipeline of the Web Table Extractor.
The user interacts with a Streamlit interface, which uses
Selenium to fetch tables and images, forwarding them
to Gemini 2.0 Flash for processing.

4.2.1 System Architecture

The system is designed as a multi-stage pipelined
system to cater for flexibility, and robustness. On
the front end is an obvious user interaction layer
built upon Streamlit to present users with con-
trols for URL input, format selection (CSV, JSON,
HTML), and triggering an extraction. The interface
also tracks extraction progress, previews the tables
with an option to download, and provides an AI-
assisted question-answering interface that interacts
with the extracted data through natural language
queries.

Behind the user interface, for rendering websites
and performing extraction, Selenium WebDriver is
used-configured with a headless Chrome browser
for efficient rendering. It handles dynamic web-
pages with timeout, and automatically overrides
cookie consent banners and pop-up dismissals. It
captures screenshots in high quality: screenshots
of the tables and of full pages while parsing the
HTML elements for structural identification.

Table detection and classification utilize two
complementary strategies for multi-format table
identification. HTML standard tables are detected
by tag-based selectors, whereas ARIA role tables
are identified in accessibility-compliant pages. For
the latest modern web designs, table structures
through CSS Grid or DIV are recognised, as are
list-based (UL/LI) table representations. The sys-
tem analyses the row-column structure by similar-
ity detection and removes duplicate tables through
spatial overlap analysis.

On the other hand, our specialized data extrac-
tion engine executes fully customized extract proce-
dures per table type: HTML tables extracting with
a full treatment of colspan and rowspan, and ARIA
tables according to their semantic structure. CSS
Grid-based tables allow for analyses of position-
based cell grouping; meanwhile, list-based struc-
tures utilize pattern-recognition techniques. For
Amazon product pages, the system uses dedicated
extractors for comparison tables and for the conver-
sion of bullet point specifications into structured
tabular data.

Figure 2: Figure 2: User interface of the Web Table
Extractor. Users input the webpage URL and select the
export format.

4.2.2 Image Processing and AI Enhancement
The image processing pipeline forms a critical com-
ponent of the multimodal extraction system. It de-
tects image tags within table cells and normalizes
URLs that may be relative, protocol-relative, or
absolute paths. Using ThreadPoolExecutor for ef-
ficiency, the system downloads images in parallel,
stores them locally using unique IDs, and generates
corresponding HTML image tags for visualization
in the extracted output.

To allow for extra extraction beyond traditional
parsing means, the Gemini 1.5 Flash AI model
from Google is utilized for assistance. This AI
help becomes especially useful when HTML pars-
ing fails, basically extracting tables straight from



screenshots. It will then facilitate format conver-
sion between CSV, JSON, and HTML, and also
support the question-answering system whereby
users can query table content in natural language.

The next and last stage is the data transforma-
tion layer, wherein the structured output in many
formats is generated. This generation also includes
creating standardized Pandas DataFrames while
handling difficult cases such as missing or inconsis-
tent column headers. It then exports the data into
the user’s desired format (CSV, JSON, or HTML)
and can ZIP the output when multiple tables are
extracted from the same source.

4.2.3 Specialized Extraction Techniques
This system introduces a variety of novel tech-
niques for facing web table extraction challenges.
In the identification of table titles, a multi-strategy
approach has been created, analyzing caption tags,
proximity-based heading associations, parent con-
tainer elements, and ID and class names-apart from
which camelCase and snake_case identifiers are
translated to readable titles.

Modern web design frequently employs CSS
Grid layout for the tabular presentation of data.
The robust grid detection system evaluates the com-
puted styles via JavaScript to detect grid-template-
rows and grid-template-columns, makes guesses
on the row structure based on visual positioning,
and groups children into logical rows even without
an explicit grid marker.

Enhanced screenshot techniques are employed in
the visual table capture over the commonly used el-
ement capture. The system scrolls elements into the
viewport so that it is properly positioned, fixes over-
flow settings to keep the full table visible, applies
bottom margins to ensure that the table content is
fully captured, and employs fallback strategies for
layouts that prove too tricky for standard methods.

For e-commerce applications, we developed
Amazon-specific processing capabilities that iden-
tify product comparison tables and extract specifi-
cation tables with accurate title associations. The
system converts detailed bullet points into struc-
tured data and handles product images with high-
resolution source detection to maintain visual fi-
delity.

4.2.4 Implementation and Optimization
This system is implemented with a stack of com-
plementary technologies centered on Python 3.x.
Streamlit is used for the web app interface; Sele-

nium, for web rendering and interaction; and Beau-
tifulSoup for HTML parsing. Pandas takes care of
data manipulation and conversion between formats,
while Pillow (PIL) is responsible for image process-
ing. Finally, the Google Generative AI SDK was
integrated to enable AI-assisted extraction through
the Gemini model.

Our implementation tries to leverage a set of key
design patterns aiming at robustness and maintain-
ability. Extractors run isolated within a headless
browser to avoid failures corrupting the application.
Download tasks are run concurrently with Thread-
PoolExecutor for higher efficiency. The system is
error-resilient and degrades gracefully, allowing it
to carry on working if some parts fail. In the user
interface, session state management is maintained
for continuity with incremental progress tracking
to keep users informed, especially for lengthy op-
erations.

By implementing various efficiency improve-
ments, the performance expects to be optimized.
Using ThreadPoolExecutor parallelizes image
downloads, and with such concurrency, may greatly
reduce image-heavy-table rendering wait times.
Early filtering checks for element visibility and
size so that unnecessary processing of non-table el-
ements does not take place. Memory management
is performed on-demand for resource loading and
processing, while screenshot caching rejects redun-
dant rendering operations. The UI progressively
loads with incremental updates during the extrac-
tion, while the entire system runs atop a highly
optimized custom-built configuration of Chrome
for headless operation.

This all-encompassing approach surely marks
the promise of a leap forward in web table extrac-
tion, going all the way to account for the entire
gamut of tabular representations found on the mod-
ern web, combining classical web scraping tech-
niques with contemporary AI assistance and sturdy
visual-processing methods.

5 Experiments

5.1 Experimental Setup

We evaluated our Selenium + LLM pipeline on a di-
verse set of real-world websites containing complex
tables. The pipeline was executed on a macOS en-
vironment using Chrome with ChromeDriver. The
implementation was based in Python and included
tools such as Selenium for automated web brows-
ing and DOM extraction, Gemini 2.0 (via API) for



vision-language inference, and Streamlit for the
user interface.

The experimental process followed these steps:
users provided a target URL via the Streamlit in-
terface; Selenium navigated to the webpage, cap-
tured both the HTML DOM and screenshots of the
relevant table regions, and extracted any embed-
ded image URLs. These multimodal components
were passed to the Gemini 2.0 model, which re-
turned structured representations in HTML, CSV,
and JSON formats.

We conducted evaluations on a variety of sites,
including:

• Amazon product listing and comparison pages
with mixed content (text, images, and pricing).

• Wikipedia articles containing complex tables
with merged headers and footnotes.

• Data-centric blog and e-commerce sites pre-
senting promotional and tabular product data.

• HTML-rendered scientific papers from arXiv
featuring annotated or multi-span tables.

Each test case involved executing the full
pipeline and saving the structured outputs for anal-
ysis and comparison.

5.2 Evaluation Metrics
To assess the performance and reliability of our
extraction pipeline, we adopted both automated and
manual evaluation metrics. These metrics focused
on structural accuracy, visual parsing, and semantic
preservation:

• Cell-level Accuracy: We manually compared
the extracted text from each table cell against
a ground truth to quantify parsing precision.

• Row/Column Alignment: The structural in-
tegrity of the output tables was checked for
alignment with the original table layout, ac-
counting for merged headers, multi-span cells,
and nested rows.

• Image Link Accuracy: We verified whether
the pipeline accurately identified and pre-
served embedded image URLs in the extracted
tables.

• Semantic Consistency: Human evaluators
rated the extracted outputs on a 1–5 scale, re-
flecting how well the final representation re-
tained the meaning and relationships of the
original table.

• Runtime Performance: The time taken from
URL input to output generation was recorded
to evaluate the pipeline’s efficiency for practi-
cal applications.

These metrics collectively allowed us to holis-
tically evaluate the robustness, usability, and real-
world applicability of our multimodal table extrac-
tion system.

6 Results & Analysis

6.1 Amazon Product Comparison

The pipeline accurately extracted product compari-
son tables from Amazon, including image URLs,
textual details (price, ratings, delivery), and format-
ting like multi-line cells. The outputs in HTML,
CSV, and JSON formats retained high semantic
fidelity. Manual inspection showed:

• Cell-level Accuracy: Above 90% for textual
data.

• Row/Column Alignment: Preserved merged
headers and columns.

• Image Link Accuracy: Extracted all product
thumbnails successfully.

• Semantic Consistency Score: 5/5

• Runtime: ~8 seconds per table

Figure 3: Amazon product comparison: extracted table
(HTML view)

6.2 Wikipedia Stadium Table

Wikipedia’s stadium table with embedded images
and hyperlinks was also successfully extracted. Al-
though minor formatting errors appeared in foot-
note handling, key data (names, locations, capaci-
ties) were preserved.

• Cell-level Accuracy: ~85%

• Row/Column Alignment: Mostly consistent



• Image Link Accuracy: Partially successful
(cropped image links)

• Semantic Consistency Score: 4/5

• Runtime: ~6 seconds

Figure 4: Wikipedia stadium table (CSV output)

6.3 NeurIPS Poster PDF (Image Only)
This case served as a negative test: the NeurIPS
2023 poster URL contained no HTML table ele-
ments and was a static PNG image. As expected,
the system returned a message stating no tables
were found. No structured output was produced,
demonstrating proper error handling in the pipeline.

• Cell-level Accuracy: Not applicable

• Image Link Accuracy: Not applicable

• Semantic Consistency Score: 0/5 (no table
to extract)

Figure 5: NeurIPS poster (no extractable table detected)

6.4 arXiv Scientific Paper (HTML Form)
The pipeline detected multiple tables in the HTML-
rendered version of arXiv paper 2504.19878v1.
Complex math symbols and multi-row headers
posed partial challenges. While structure was main-
tained, formulaic expressions were inconsistently
parsed.

• Cell-level Accuracy: ~75%

• Row/Column Alignment: Mixed (issues
with nested headers)

• Image Link Accuracy: Not applicable

• Semantic Consistency Score: 3.5/5

• Runtime: ~9 seconds

Figure 6: Table extracted from arXiv HTML paper

7 Expected Contributions & Impact

7.1 Contributions
This project will introduce a novel multimodal ex-
traction pipeline that effectively integrates object
detection, OCR, and AI-driven semantic linking to
accurately extract and structure tabular data from
diverse web sources. By leveraging state-of-the-art
models like YOLOv8, DePlot, and GPT-4V, it will
establish a robust framework for preserving rela-
tionships between numerical and visual elements
in complex documents.

7.2 Impact
The system will significantly reduce manual ef-
fort in extracting and processing multimodal data,
benefiting industries like finance, academia, and
market intelligence. By providing an automated,
scalable, and context-aware extraction solution, it
will enhance decision-making, streamline research
workflows, and enable more effective data utiliza-
tion across various domains.

8 Shortcomings and Future Work

While our multimodal extraction system accom-
plishes further improvement compared to existing
mechanisms, there are several limitations that still
await curing. Though Selenium web scraping is
considered best from the perspective of technical-
ity, it faces challenges with anti-scraping measures,
heavy JavaScript, and CAPTCHA implementations
from sites; thus, there arises the problem of incom-
plete extraction of data. The system is unable to
deal with infinite-scroll pages and those requiring
user credentials, thereby restricting the ability to ac-
cess some content types. Furthermore, although we



are able to detect and extract charts and graphs, the
actual replication of some of these visuals becomes
a challenge to our system, especially when it comes
to reproducing data points with absolute precision
for multi-level charts or irregular formatting.

Future work will include implementing an adap-
tive scraping methodology using headless browsers
with rotating proxies to circumvent restrictions and
designing specialized models for extracting chart
data points so as to guarantee numeric accuracy.
Integrating more robust OCR error correction sys-
tems using contextual language models is part of
our plan, including an examination of lightweight
alternatives that might reduce computational over-
head. Providing support extension for interactive
visualization formats and a real-time collaborative
extraction feature would further increase the util-
ity of the system. Increased research in domain-
specific fine-tuning of extraction models, particu-
larly those specialized in fields of scientific publi-
cations and financial reports, will further enhance
extraction precision. We also plan to provide an ac-
tive learning setup wherein the user can give feed-
back for continuous improvement of the model,
thereby ensuring the system adapts to new web
design patterns and data presentation formats.
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